Optical recognition of musical notation

Since data entry for musical notation is laborious, great hope has been pinned on optical recognition of music. Over the first fifteen years of software development (c. 1985-2000), the results were modest. Some improvements have been noted in recent years. 

There are several problems inherent in optical recognition. These are discussed in subsequent slides.  Basically, the developer of OMR software is a middleman poised between working materials (the scores to be recognized) and the output software, which will have its own requirements for formatting and sequence of information.

Problems of image quality

One basic problem of OMR is that the quality and consistency of printed scores are both lower than imagined. The human process of reading is greatly assisted by a universal tendency to imagine regularity and patterning to exist in materials that are varying in quality.

Some representative examples in this panel are:

Three-note example: beams are not parallel; noteheads are not placed in consistent relationship to stems.

Treble-clef example: staff lines are slightly irregular; “G” (a space note) is overlapping the F line.

Slur example: tapered ends (generally considered correct) are not as thick as central areas; configurations are not Chord example: stem is discontinuous. Note placement relative to stem is inconsistent; staccato dot is off center.

Problems of graphical context

Some of the problems of optical recognition occur because certain symbols in notated scores are relational. Clef signs and key signatures offer two good examples.  A natural sign (cancelled accidental) in the midst of a score can easily be recognized by software, but if the key signature was misinterpreted at the start the results may still be peculiar.

Problems of object configuration

One problem that music recognition shares with text recognition is that of idiosyncracies of object configuration. Just as the letter A can be drawn in a lot of different ways (a, a, a, a, a, a, a), so too musical objects can be drawn differently. In these examples, the sharp signs, beam inclinations, and stem lengths were isolated and classified.

Problems of performance evaluation

One of the biggest problems of OMR is determining how to fairly evaluate results.  One can count the objects recognized, but there is no common agreement as to what an “object” is. Should a notehead (open or filled), a stem, and a flag each count one point? Or are they all part of an indivisible “note”? 

Overall, systems outputting MIDI data give the impression of greater accuracy than those replicating the original score. The main reason for this is specious: MIDI data requires many fewer parameters than full-score notation. 

How much does efficiency count? How can it be measured?

To approach this question, we had the same Haydn symphony input (a) via MuseData and (b) via optical recognition and post-editing in SCORE. This experiment was run in 1994. (The results would undoubtedly be different today). In the end, both efforts took approximately 10 hours. In the case of MuseData, 9:20 was spent in data acquisition (two phases) and 20 minutes in clean-up. In the other case, 20 minutes was spent in data acquisition and 9 hours in post-editing (many barlines were incorrectly placed; some accidentals were wrong, etc.).

Performance evaluation: Examples

1. 
Computing in Musicology (1993-94) ran a systematic comparison of efforts then current. Only 6 of the 37 groups canvassed returned examples showing their successes in scanning two set pieces—(1) a four-part violin part and (2) a two-bar grade-2 piano piece. At the time, large objects, such as clef sign, we re difficult to identify.

2.
MIDI files produced by OMR have the same downside as others: the graphical details filtered out need to be added by hand to produce scores of quality comparable to the original music.

3. 
Scores generated from scans of computer-typeset music confront a legal paradox: such scores are almost invariably under copyright and cannot be distributed from unauthorized copies.

SharpEye: Subjective Evaluation

We have run numerous experiments with SharpEye over the past year and have found it useful in various ways. SharpEye exports data to MusicXML rather than to the code of a specific notation program or to MIDI. This gives a certain versatility to the data captured. 

Inevitably we have found several bugs in the program, but we have found that developer to be quite responsive in providing remedies.

The most impressive measure of SharpEye’s success has been in being able to capture Beethoven piano sonatas with reasonable accuracy. The complex musical texture guarantees dense graphical information, but SharpEye (with some hand editing) seems to handle this complexity relatively well.

Some other music we have used SharpEye to recognize include a complete Handel opera (from a nineteenth-cenury print) and German folksongs with piano accompaniments (also from early prints).

