Mus 253/CS 275A Topic 1B

Applying musical information

User perspectives

This course is designed for participants from several academic disciplines, among them music, engineering, computer science, and symbolic systems (elsewhere cognitive science). Our TAs have generally come from music but have included people with strong credentials in audio engineering and computer science. Student enrollments have come from a wider field—all of the above plus robotics, mechanical engineering, information theory, and symbolic systems as well as several special emphases within computer science (data mining, database management, algorithmic design, computer graphics, human-computer interfaces, and so forth). 

To a vague approximation, engineering students often focus on hardware solutions, computer science students on software design, symbolic systems students on user interfaces and agents, and music students on theory, analysis, and style. For some music students, an understanding of musical information is a useful adjunct to a concentration in composition and performance.

The main point of this lecture is to note that there are important interdependencies among these and that the subject itself is inherently interdisciplinary.
Data vs. applications

If we think about the theoretical triangle that is formed by data, hardware, and software, we can see that all of the applications we study originate on one of its three sides. An early effort to convert hardware signals to symbolic scores [“data”] for generating electronic performances was that of Max Mathews (Music 5, Bell Labs, 1970). Leland Smith’s SCORE program (Stanford, 1972) used elements of the Music 5 format as the basis for score production. 

MIDI [the Musical Instrument Digital Interface] is an acronym for both a hardware interface (1985) and a file format built on it (1988).

MuseData (Menlo Park, 1984) and Humdrum (Nottingham, UK; 1985) are comprehensive representation schemes for encoding scores. They are device-independent. Both use ASCII data, readable in any environment.

It is evident that most formats in current use were developed in the 1970s and 1980s. Music 5, SCORE, MuseData, and Humdrum all have Stanford tie-ins through current or past teaching and research.

Software processes: Input

It is useful to keep the triangle in mind when considering musical input, editing, and output. Input can come from hardware, software, or data. Each constrains the process in different ways. The hardware-dependent methods of data entry involve the use of either a musical keyboard (for MIDI data) or an ASCII keyboard. In the latter case, codes to represent pitches and durations are entered one by one. 

The software-entry approach is represented here by the Guido virtual keyboard. The user may click the keys to enter pitches and select note values to flesh out rhythmic values.

As data accumulates, the translation of data from other formats becomes increasingly possible.

Software processes: Editing

The method by which data is entered has significant influence on the means of editing it.

If a musical keyboard is used, MIDI playback can be used for “proof-hearing” but changes require editing on the screen or re-entering the material.

If an ASCII keyboard is used, the “score” can usually be displayed on the screen but changed may require working directly with the code.

Graphics-based entry often requires graphics-based editing, which is user-friendly but slow. [Statistical comparisons suggest that symbolic encoding is actually the fastest method of data entry for complex scores.]

If data has been translated from another source, errors may require debugging the interchange procedure.

Software processes: Output

In the incipit of Beethoven’s Fifth Symphony, shown in the Guido window above, the accidentals are wrong both because MIDI offers to low a “resolution” of pitch to articulate the intricacies of tonal harmony and also because the key signature was not entered by the user. The beaming of the three consecutive eighth notes is incorrect because (in this case) the software lacks appropriate syntax checking for the elaborate “graphical grammar” of scores.

Each error in the output may, in other circumstances, owe to a different cause. Developing a sense of what causes each kind of error enables users to become highly efficient. 

Data vs. Users

From the perspective of human-computer interface experts, all computers and all data are too hard for ordinary users to handle, at least intuitively. While this course does not address HCI issues in a fundamental way, we acknowledge the importance of continuing to seek more transparent user interfaces. In music these can take the form of hardware input devices and software interfaces.

Musical data is inherently complex. It is multi-layered and it is may have to support both temporal and spatial interpretations. Coordinating data from these two different realms is an intellectual challenge, but better interfaces can help.

Potential uses: The View from Music
The kinds of questions musical data may be used to answer are limited only by the imagination. If we look at the kinds of applications which have emerged within the music community, we can group them in several ways. This panel lists some common ones according to a music classification system. 

From a computer-science perspective, they could be grouped under such headings as rule-based approaches, algorithmic approaches, and so forth. Generally speaking, when researchers have taken rule systems from xisting works of music theory and attempted to generate new works from them, the results have been disappointing. Rule-systems appear to be vastly incomplete. Algorithmic and sui-generis systems have sometimes shown promise. Every application seems to work better, irrespective of the approach, when the musical knowledge of its designer is greater. 

External analogies

Many questions ask about music come from outside music. Its non-verbal nature lends music to analogy with many other spheres of human activity. The most common analogy is with speech. Graphical representations of data generally have opened up new vistas in the conceptualization of various musical phenomena. 

Two of these to which we call your attention are Stephen Malinowski’s Musical Animation Machine and Craig Stuart Sapp’s Keyscapes. Both have websites where you can learn more and see the results. Both provide new ways of conceptualizing basic musical concepts. Both represent state-of-the-art thinking about user interfaces for musical phenomena.
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